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Modern Bias-Variance Trade-off
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Classical Bias-variance decomposition

• Learned classifier 𝑓 x  depends on dataset 𝐷 , predict 𝑦
• Bias-variance decomposition for MSE:

Mikhail Belkin, 2021 4

https://arxiv.org/pdf/2105.14368.pdf


Under vs overfitting
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Overparameterized models
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Big models

"The best way to 
solve the problem 
from practical 
standpoint is you 
build a very big 
system ... basically 
you want to hit the 
zero training error."
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Double descent

• Contradict modern practice: bigger models generalize better, rather 
than overfitting

Belkin et al., 2018
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Double descent

Nakkiran et al., 2019

CIFAR 10 CIFAR 100
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Double descent

Mikhail Belkin, 2021 10

https://arxiv.org/pdf/2105.14368.pdf


Double descent

• Phenomenon: monotonic bias + unimodal variance

CIFAR 100
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Double descent

• Phenomenon: 
monotonic bias + 
unimodal variance
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Effect of depth on bias-variance
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Modern Bias-Variance Trade-off?
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Loss landscape and implicit regularization

15



Loss landscape

• All minima are global

Liu et al. Loss landscapes and optimization in over-parameterized non-linear systems and neural networks, 2022 16

https://arxiv.org/pdf/2003.00307.pdf


Liu et al. Loss landscapes and optimization in over-parameterized non-linear systems and neural networks, 2022 17

https://arxiv.org/pdf/2003.00307.pdf


Under vs overparameterization

Underparameterization Overparameterization

Non-zero train error Interpolation mode

Isolated minima Manifolds of global minima

Locally convex Non-convex

Exists optimal complexity (sweet spot) More complex is better
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Sharp vs flat minima

• A common (yet unproven) belief that wide minima have better 
generalization

Keskar et al., On large-batch training for deep learning: Generalization gap and sharp minima, ICLR 2017 19

https://arxiv.org/pdf/1609.04836.pdf


Sharp vs flat minima

Huang et al., Understanding Generalization Through Visualizations, 2020 20

http://proceedings.mlr.press/v137/huang20a/huang20a.pdf


Implicit regularization

• SGD does not "see" bad minima

Huang et al., Understanding Generalization Through Visualizations, 2020 21

http://proceedings.mlr.press/v137/huang20a/huang20a.pdf


Implicit regularization

Smith et al., ICLR 2021 22

https://arxiv.org/pdf/2101.12176.pdf


Implicit regularization

• Hypothesis: The noise in SGD (small batch size, large LR, implicit 
regularization) prevent us from seeing small details of the loss è find 
flatter global minima which tend to give more Lipschitz models and 
better generalization.

23Dmitry Vetrov, 2020

https://www.youtube.com/watch?app=desktop&v=hAbtN0I53LE


Epoch-wise Double descent

Nakkiran et al., Deep double descent: Where bigger models and more data hurt, 2021 24

https://arxiv.org/pdf/1912.02292.pdf


Grokking

• Grokking: when a neural network suddenly learns a pattern in the 
dataset and jumps from random chance generalization to perfect 
generalization very suddenly.

Power et al., Grokking: Generalization beyond Overfitting on small algorithmic datasets, ICLR 2021 25

https://arxiv.org/pdf/2201.02177.pdf


Epoch-wise Double descent

• Epoch-wise DD = generalization + memorization + consolidation

1. At first, model learns simple useful features and generalizes on 

normal examples - test error decreases. 

2. Then it starts memorizing noise examples - test error increases.

3. Finally, network consolidates: removes redundancy, slowly drift to 

a wider minima (flat regions), improves generalization - test error 

decreases again.

Power et al., Grokking: Generalization beyond Overfitting on small algorithmic datasets, ICLR 2021 26

https://arxiv.org/pdf/2201.02177.pdf


Grooking

Liu et al., ICLR 2023 27

https://arxiv.org/pdf/2210.01117.pdf


Grooking

Liu et al., ICLR 2023 28

https://arxiv.org/pdf/2210.01117.pdf


Regularization

• In overparameterized models, regularization plays another role
• Among continuum solutions with zero train error, it select the one with 

minimal norm
• Type of regularization:
- weight decay
- implicit regularization
- Normalization that induces scale-invariance and encourages 
convergence to wider minima 
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Lottery Ticket Hypothesis

• A randomly-initialized, dense neural network contains a subnetwork 
that is initialized such that—when trained in isolation—it can match the 
test accuracy of the original network after training for at most the 
same number of iterations

Frankle et al., The lottery ticket hypothesis: Finding sparse, trainable neural networks, ICLR 2019

Demo: https://www.youtube.com/watch?v=kplJTDXkOKY
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https://arxiv.org/pdf/1803.03635.pdf
https://www.youtube.com/watch?v=kplJTDXkOKY


Scaling laws
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Scaling laws

Hestness et al. (2017) 32

https://arxiv.org/pdf/1712.00409.pdf


Scaling laws

Hoffmann et al. Training compute-optimal large language models, 2022

Joint data-model scaling laws

33

Hoffmann%20et%20al.%20Training%20compute-optimal%20large%20language%20models,%202022
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Beat power laws by data pruning

Sorscher et al., 2023 35

https://arxiv.org/pdf/2206.14486.pdf


Scaling on other tasks
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Neural Tangent Kernels
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Lazy learning

https://rajatvd.github.io/NTK/ 39

https://rajatvd.github.io/NTK/


Lazy learning

40https://rajatvd.github.io/NTK/

https://rajatvd.github.io/NTK/


Linearization

41https://rajatvd.github.io/NTK/

https://rajatvd.github.io/NTK/


Deterministic NTK

Jacot et al., 2018 42

https://arxiv.org/pdf/1806.07572.pdf


Hessian control

• For a general (feed-forward) neural network with L hidden layers and a 
linear output layer

Belkin et al., 2021 43

https://arxiv.org/pdf/2105.14368.pdf


Conclusions

CMU blog 44

https://blog.ml.cmu.edu/2020/08/31/4-overfitting/


THANK YOU !
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